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Comparing the Different Approaches

Bounding with the Fat-Shattering Dimension

Theorem 12.8.

N1(ε, F,m) ≤ N∞(ε, F,m) ≤
(√m

ε

)fatF (ε/4) log2(m/(εfatF (ε/4)))

.

Theorem 18.2.

N1(ε, F,m) ≤
(1
ε

)fatF (ε/8) log2(m/(εfatF (ε/8)))

Bounding with the Pseudo-Dimension

Theorem 12.2.

N1(ε, F,m) ≤ N∞(ε, F,m) ≤
(m
ε

)Pdim(F )

Theorem 18.4.

N1(ε, F,m) ≤
(1
ε

)Pdim(F )



Uniform Convergence Results

Part 2 (Classification with Real-valued Functions)

erP (f) = P{sgn(f(x)− 1/2) 6= y}
erγP (f) = P{margin(f(x), y) < γ}

Pm{erP (f) ≥ êrγz (f) + ε for some f in F} ≤ 2N∞(γ/2, F, 2m) exp

(
− ε2m

8

)
.

Part 3 (Regression)

erP (f) = E(f(x)− y)2 = Elf

Pm{|erP (f)− êrz(f)| ≥ ε for some f in F} ≤ 4N1(ε/16, F, 2m) exp

(
− ε2m

32

)
.



Proof

Part 2

Lemma 1.

max
z∈Z2m

Pr(σz ∈ R) ≤ N∞(γ/2, F, 2m) exp

(
− ε2m

8

)
where

R = {(r, s) ∈ Zm × Zm : some f in F has êrs(f) ≥ êrγr (f) + ε/2}

If σz ∈ R, then there is some f̂ ∈ T such that

êrγ/2s (f̂) ≥ êrγ/2r (f̂) + ε/2.



Proof

Part 3

Lemma 2.

max
z∈Z2m

Pr(σz ∈ R) ≤ 2N1(ε/16, F, 2m) exp

(
− ε2m

32

)
where

R = {(r, s) ∈ Zm × Zm : some f in F has |êrr(f)− êrs(f)| ≥ ε/2}

If σz ∈ R, then there is some f̂ ∈ T such that∣∣∣êrr(f̂)− êrs(f̂)
∣∣∣ ≥ ε/4.


